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I. INTRODUCTION

It is natural to attempt to extend results from the theory of approximation
in the Banach algebra crX] (the algebra of continuous complex-valued
functions on the compact Hausdorff space X) to other semi-simple commu­
tative Banach algebras. For example, Katznelson and Rudin [5] have studied
the possibility of extending the Stone-Weierstrass theorem. This paper
considers the possibility of extending MUntz's theorem to some semi-simple
commutative Banach algebras; in particular, we obtain some results for
certain group algebras. The crux of the difficulty in extending approximation
theory results for crX] to the more general situation lies in the fact that the
Gelfand transform is norm-shrinking.

Recall that the classical Muntz theorem on crO, I] is (Davis [2J, p. 272):

THEOREM 1.1 (MUntz). If{f.Lnr:! is a strictly increasing sequence ofpositive
numbers, f.Ln --+ 00, then {I, X"l, x",, ...} is complete in C[O, 1] if and only if
L I/f.Ln = 00.

The Muntz-type problem we consider is the following:

Let A be a semi-simple Banach algebra and letfE A; let B be the closed
subalgebra of A generated by f and let {f.Ln}~ be an infinite sequence of
distinct positive integers (or distinct positive numbers, f.Ln -f+- 0). Find suffi­
cient conditions on {f.Ln}~ and/or fin order that {f"n}~ is complete in B.

Note that the above problem is phrased so that {f,f2,J3, ...} is complete
in B by default, and hence the problem is formally independent of whether
or not B has the "Stone-Weierstrass property" -the question considered
by Katznelson and Rudin.

In Section II we give a solution to this problem for the case when B is
an algebra which is generated by its idempotents whose Gelfand transforms
have finite support. As a corollary we obtain a MUntz theorem on certain
closed subalgebras of A(T) where T is a discrete locally compact abelian
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group. Also we mention what can happen for some closed subalgebras of
A(Z) which are not spanned by their idempotents. In Section III we give
a solution to the problem for the case A = A(T), the algebra of absolutely
convergent Fourier series. The main result is Theorem 3.14.

In order to clarify the terminology: Z is the group of integers; T is the
circle group; T designates a locally compact abelian group whose dual is G.
A(T) is the Banach algebra consisting of the Fourier transforms of the
elements of V(G); multiplication in A(T) is "pointwise" and the norm for
elements of A(T) is

where f is the Fourier transform of g. The Gelfand transform is designated
by"......".

II. MUNTZ'S THEOREM FOR A(T), T DISCRETE

The following result of Newman, Passow, and Raymon [9] gives a hint
of the type of Muntz theorem we can expect for A(T).

THEOREM 2.1. Let X = {O, xnK' be a sequence ofpoints in [0, 1] such that
X n ! O. Let {ftn}f be any infinite sequence ofdistinct positive numbers, ftn -h- O.
Then {I, x"n}f is complete in C[X].

Note the absence of the condition "I: (l/ftn) = 00" which appears in
Theorem 1.1. It might seem that this is possible due to the fact that X is
discrete and countable. Hence it is plausible to anticipate a similar result
if we replace C[X] by a commutative Banach algebra A whose maximal ideal
space is discrete and countable. The next theorem makes this more precise.

THEOREM 2.2. Suppose A is a semi-simple commutative Banach algebra
which is spanned by its idempotents whose Gelfand transforms have finite
support in Ll(A), the maximal ideal space of A. Suppose f E A and
(a) f!(xl)f = 1!(x2)f only ifXl = x 2 for Xl> X 2 ELl(A); (bHI!(x)! > € I xELl(A)}
isfinitefor every € > 0; (c)!(x) =1= Ofor any x E Ll(A). Then {f"n}f is complete
in A for every infinite sequence {ftn}f ofdistinct positive integers.

Proof Let M be the closed span of {f"n}:~l in A. It suffices to show that
every idempotent of A whose Gelfand transform has finite support is in M.

First we show, given x E Ll(A) there is an idempotent yEA such that

yeX) = 1

yey) = 0 for y E Ll(A), y =1= x.
(2.2a)
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Clearly, since I/(x)! > 0 for every x E L1(A) and since A is spanned by its
idempotents with finite support, the set

G = {g E A 1g2 = g, g has finite support, g(x) = 1}

is not empty. If gl , g2 E G then clearly glg2 E G and

Thus G contains an element, Y, with minimal support, i.e., supp YC supp g
for every g E G. Suppose y E supp y and y =1= x; we show that this is a contra­
diction: since the idempotents with finite support span A and since I/!
separates points on L1(A), there is an idempotent gy E A such that gy has finite
support, and such that x ¢': supp gy and y E supp gy . Now let Yl = Y - ygy.
Then h has finite support, Y12 = Yl and Yl(X) = y(x) - Y(x) gy(x) =
1 - 1 . 0 = 1. Thus Yl E G. Moreover, supp Yl C supp Y since in particular
Yl(Y) = Y(y) - y(y) g(y) = 1 - 1 . 1 = O. Thus Y does not have minimal
support; contradiction.

To show that every idempotent with finite support is in M, it suffices to
show that every idempotent of the form (2.2a) is in M.

The elements of L1(A) can be ordered Xl' x2 , xa,... such that
I/(Xl)! > !/(x2)! > .... Thus there is a corresponding order Yl , Y2 , Ya ,...
for every idempotent of the form (2.2a):

ylXj) = 1

Yj(Xk) = 0 for all k =1= j, j = 1, 2, 3,....

Proceed by induction; suppose we have shown Yj EM for j = 1,2,... , k.
Claim Yk+l E M: Let

1 [ k+l • ]It = /( ) f - L I(xj) YI .
Xk+1 1=1

Then It E A and clearly

11/11100 = I/(Xk+2) I= r < 1.
/(Xk+1)

Also,

(2.2b)



162 J. T. WITHERSPOON

But lim Il/i"III /"" = r by the spectral radius theorem. So if E > 0 and
r + E < 1, we have for large enough n,

IIR'" II ~ (r + E)"".

Thus Il/i"ll- 0 as n - 00. Thus from (2.2b) and the induction hypothesis
we must have Yk+1 E M. The initial step of the induction procedure is vacuous.
Thus Yi E M,j = 1,2,3,... and the proof is complete.

Obviously Theorem 2.1 is a special case of Theorem 2.2. As another special
case of Theorem 2.2 we obtain our Muntz theorem for subalgebras of A(T),
T discrete, as Corollary 2.4 below. First we state the following definition
(see Kahane [3]).

DEFINITION 2.3. Let B be a subalgebra of the commutative Banach
algebra A. Define a relation, "-', on J(A) by Xl "-' X 2 if g(xl ) = g(x2) for every
g E B. This is an equivalence relation and partitions J(A) into equivalence
classes {E~} called the Rudin equivalence classes. Eo = {x E J(A) Ig(x) = 0
for all g E A} is called the "zero Rudin equivalence class." All others are
"nonzero Rudin equivalence classes."

COROLLARY 2.4. Suppose T is a discrete locally compact abelian group
and B is a closed subalgebra of A(T) which is spanned by its idempotents.
Suppose fEB and

(a) For Xl , X 2 E T,

(b) For X E T,

I(x) = 0 only ifg(x) = 0 for every g E B.

Then {f""}f is complete in B for every infinite sequence {",,,}f of distinct
positive integers.

Proof The corollary is an immediate consequence of Theorem 2.2 once
we establish the fact that there is a 1-1 correspondence between the elements
of J(B) and the nonzero Rudin equivalence classes determined by B as a
subalgebra of A(T). Rudin [11, p. 232] has shown that XE E B for every
nonzero Rudin equivalence class E C T. So for h E J(B), let ,\ = h(XE)' Then
,\ = h(XE) = h(XE2) = h(XE) h(XE) = ,\2. Thus either ,\ = 0 or ,\ = t. But
since B is spanned by its idempotents, there is at least one nonzero Rudin
equivalence class, E", for which h(XE ) = 1 (otherwise h would be 0 and

"therefore h 1= L1(B». Now suppose h(XE
1
) = 1 for two distinct nonzero
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Rudin equivalence classes E1 and E2 • Then 0 = h(O) = h(XE . XE ) =
1 2

h(xE
1
) h(XE

2
) = I . I = I; contradiction. Thus for every h E J(B) there

corresponds a unique nonzero Rudin equivalence class E" for which
h(XE ) = I. Now let E be an arbitrary nonzero Rudin equivalence class.

h

Define the linear functional h on B by h(g) = g(E) for each g E B. Then
hE J(B) and h(XE) = Xe(E) = 1; thus E = Eh • Hence there is a I-I corre­
spondence between the nonzero Rudin equivalence classes and the elements
of J(B). This completes the proof.

If the subalgebra, B, is not spanned by its idempotents, Corollary 2.4
need not hold. For example, Rider [10] has found a subalgebra B of A(Z)
which is not spanned by its idempotents and an fEB satisfying (a) and (b)
of Corollary 2.4 for which {fn}:=1 is complete in B and for which {fn}:~2

is not complete in B. But Kahane [3] and Friedberg [7] have found some
structural conditions on the Rudin equivalence classes which insure that B
is spanned by its idempotents for the cases r = Z and r = Z x Z.

III. MUNTZ'S THEOREM IN A(T)

The solution of the MUntz problem treated in this section has a close
connection with problems treated in chapter six of Kahane's recent book [4].

DEFINITION 3.1. Let f = E:oo anein8 E A(T). The entropy, H(f), of f is
defined as H(f) = - L:oo Ian Ilog Ian I·

Remark 3.2. When an ~ 0 and L:oo an = 1, H(f) is the entropy of the
probability distribution on Z which assigns probability an to n; see Khinchin
[6] and Mureika [8]. Note that H(f) is not necessarily finite. For example if

I
a = ..,...-~,.----,--~

n I n I (log I n 1)2

=0

thenfE A(T) and H(f) = 00.

for I n I ~ 2

for I n I < 2,

LEMMA 3.3. h(x) = -x log x is monotonic nondecreasing on [0, lie].

Proof h'(x) = -x Ilx -log x; so h'(x) ?: 0 if -I - log x ~ 0, Le., if
x ~ lie.

LEMMA 3.4. Let

f = f ajeij8
E A(T), fk = f alk)ei18

E A(T),
-00 -00

<Xl

g = I bj e
ii8

E A(T).
-<Xl
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(a) H(cl) = - I c I log I c I Ilfll + I c I H(f).

(b) If I aj I + I bj I :(: lIe for all j, then H(f + g) :(: H(f) + H(g).

(c) If 0 :(: aj, hj and Ilfll :(: 1, 1/ g II :(: 1, then H(fg) :(: II g II H(f) +
IlfII H(g).

(d) If0 :(: ador all j, and I/fll :(: 1, then H(fn) :(: n Ilflln - 1 H(f).

(e) If H(f) < 00 and H(g) < 00, then H(f + g) < 00.

(f) If Lk I a~k) I :(: lIe and f = L~ fk converges in VeT), then
H(f) :(: L H(fk)'

(g) If Iaj I :(: bj and II g II :(: lIe, then H(fn) :(: H(gn), n = 1,2,3,....

(h) If H(f) < 00 and H(g) < 00, then H(fg) < 00.

Proof
00 00

(a) H(cf) = - L I can I log I can I = - L I can I [log 1c 1+ log 1an IJ
-00 -00

= - I c I log I c I [lfll + I c I H(f).

00

(b) H(f + g) = - L I aj + bj I log I aj + bj I
-00

00

:(: - L (I aj I + I bj I) log(1 aj 1+ I bj I) by Lemma 3.3
-00

00 00

:(: - L Iaj I log I aj I - L I bj I log I b; I
-00 -00

since I aj I + I bj I < 1
= H(f) + H(g).

(c) H(fg) = -=~oo (~oo an_;bj) log C~OO an-kbk)

:(: - LL an_jbj log(an_;b j )

n j
00

since an_;bj :(: L an_kbk:(: 1
k=-oo

= - LLbjan_j log an_j - L Lan_jbj log hj

n j n j

= - L bj L an_j log an_j - L b; log bj L an-;
i n i n

= II g II H(f) + Ilfll H(g).

(d) By (c) we have H(j2) :(: 211fll H(f).
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Proceed by induction and assume true for n: Then

H(fn+!) < IIr II H(f) + H(fn) I1III by (c)

< Ilflln H(f) + n 1l/lln-l H(f) 1IIII

by the induction hypothesis

= (n + 1) 1I/11n H(f).

00

(e) H(f+ g) = - L Iaj + b j I log Iaj + bj I
-00

N

= - L Iaj + bj I log Iaj + b j I
-N

- L Iaj + bj I log Iaj + b j I·
lil>N

165

It suffices to show that the second sum converges for some choice of N < 00,

since the first sum is always finite. Choose N such that Iaj I + Ibj I < lie
for j > N. Then by (b) the second sum converges since H(f) and H(g) < 00.

(f) Clearly aj = 'L:=1 aJkl whenever 'L~Ik converges to I in VeT) as
N - 00. [In particular, this is true if'Llk converges to I in A(T).] Then

H(f) = - ~ I~ a;k} Ilog I~ a;k} I

< - ~ (~ I aJk) I) log L Ia}k} I by Lemma 3.3

< - L L I a;k) I log I ai(k} I
j k

(g) I~ ak_jaj I< ~ I ak_j I Iaj I < L bk_jbj ., , ,
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Thus if r = L; a}n)ei ;8 and gn = L; b}n)ei;8, it is clear that Iakn) I ~ bkn)
for n = 1,2, and for k E Z. Claim this is true for all n. Proceed by induction
and assume true for n:

Ia~n+l) I = IL a~~;a; I~ L I a~~; 1I a; I
J J

~ L b~~;b;
i

_ b(n+l)
- k •

by the induction hypothesis

Thus Iakn) I ~ bkn) for n = 1,2,3,... and for k E Z. Now clearly bkn) ~ lie
for n = 1,2,3,... , and for k E Z since II g II ~ lie.

Thus - Iakn) I log Iakn) I ~ -bkn) log bkn), n = 1,2,3,... and k E Z by
Lemma 3.3.

Therefore H(r) ~ H(gn), n = 1,2,3,....

(h) Choose N such that

1L (I a; I + Ib; /) ~ - ,
lil>N e

and let

Then

h = L a;ei;8,
lil<N

gl = L bi ei;8.
lij<N

H(fg) = Hf[h + (f - h)][gl + (g - gl)]]

= H[hgl + (f - h) gl +h(g - gl) + (f - h)(g - gl)]'

Now H[h&] < 00 sincehgl is a trigonometric polynomial.

H[(f - h) gl] = H [L b;ei;8(f - h)] < 00

lil<N

by part (e) since

by part (e) since H[f] < 00 and Hffl] < 00. H[h(g - gl)] < 00 for the
same reason. H[(f - h)(g - gl)] < 00 by part (g) (with n = 1) and by
part (c). Thus, by part (e), H[fg] < 00.

LEMMA 3.5. IffE A(T) andr E A(T) then H(f) < 00.
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Proof

H(f) = - I ao I log Iao I - I' 1an I log I an I
I I

= - I ao I log I ao I - I I an 11 /
2 I an 11 /

2 I n I Tlll iog 1an I

[

I ] 1/2
:s;; - I ao I log I ao I + I (I an /1/2 In 1)2

[
'( 1 )2 1/2

X I rnT I an 1
1

/
2 log 1 an I ]

by Schwarz's inequality

:s;; - 1ao I log 1ao I + ell f" 11 1/
2 < 00.

(Note that {I an I (log Ian 1)2} is a bounded sequence because

lim x(log X)2 = lim 2(lOgl~) 2
1
/
x = lim - 2x log x = 0.)

x->O x->O - X x->O
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LEMMA 3.6. Suppose fE A(T) and H(f) < 00 and F(z) = L: an(z - c)"
convergesfor Iz - c / < r andllf - c II = r1 < minO/e, r). Then H[F(f)] < 00.

Proof Clearly F(f) = 'L.: an(f - c)" converges in A(T). Choose N> 1
such that

Then

H[F(f)] = H [f an(f - c)n + i an(f - c)n1 < 00
o N+l

if Hrr.~+lan(f - c)n] < 00, by Lemma 3.4(e) and (h). Now by Lemma 3.4(f),

H [f aif - c)n] ~ f H[an(f - c)n]
N+l N+l

<D

= I {- I an I log 1an 111(f - c)n II + I an I H[(f - c)n]}
N+l

by Lemma 3.4(a)

<D

~ I {- /an I log I a" Ilif - c I/n + I a" I n IIf - c 11"-1 H(f - c)}
N+l
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~ 00

~ L (- I an I log I an I) r1
n + H(f - c) L n I an I r:-l

•

N+I N+I

The second series obviously converges, since rl < r. The first series con­
verges since - L Ian I r1

n 10g(1 an I r1
n) < 00 by Lemma 3.5. Hence

H/L;+l an(f - c)n] < 00.

THEOREM 3.7. Suppose fE A(T) and j(fJ) ~ 0 on T and H(f) < 00. Then
H(logj) < 00.

Proof By Wiener's theorem lifE A. Therefore we can find a trigonom­
etric polynomial, g, such that III - gfll < lie and such that g(fJ) ~ O.
(e.g., we may take gas SN[Ilj] for a sufficiently large N). Also

H(logf) = H(log gj+ log I/g) < 00 if IH(lOg gf) < 00
H(log I/g) < 00

by Lemma 3.3(e). Since log(llg) E Coo(T), by Lemma 3.5, H(log I/g) < 00.

By Lemma 3.6, letting

~ (z l)n
F(z) = log z = L (_l)n+! - ,

1 n

we see that H(log gf) < 00. Thus H(logf) < 00.

THEOREM 3.8. Suppose fE A(T) and j(fJ) =1= 0 on T and H(f) < 00. Then
H(IIf) < 00.

Proof Virtually the same as Theorem 3.7.
Theorems 3.7 and 3.8 make the following conjecture worth investigating:

Conjecture 3.9. If F(z) is analytic on a domain D and if fE A(T) and
RangefC D and H(f) < 00 then H[F(f)] < 00.

But the proofs of Theorems 3.7 and 3.8 use special properties of the func­
tions log z and liz, respectively, which apparently preclude a direct adapta­
tion of these proofs to the case of a more general F(z).

For our Muntz theorem on A(T) we need the following result (Boas [1],
p. 156) concerning the zeros of an analytic function.

THEOREM 3.10. Suppose F(z) is analytic and of exponential type for
Re z ~ 0 and that {ftnK' is an infinite sequence of distinct positive numbers.
Also suppose
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(a) F(fLn) = 0 n = 1,2,3,...

00 1
(b) L - = 00

n=l fLn

(c) Iiiii fR ~ log IF(iy)F(-iy)1 dy < 00.
R->OO 1 Y

Then F(z) = 0 in Re z ;;;: o.

LEMMA 3.11. Suppose

00

g = L bllein8 E A(T) n C'(T).
-00

Then II g IIA(T) ~ K II g' IIL2(T) + Ibo I (K independent ofg).

Proof
00 1

II g IIA(T) = L' n Ibn I 17 + IboI
-00

~ II g' II L2(T) [~' ~2 r/2

+ Ibo I

= KII g' II L2(T) + Ibo I·

169

LEMMA 3.12. For y real, II eillcos81IA(T) ~ 1 + K I y I and II eillsin61IA(T) ~
1 +Klyl.

Proof By Lemma 3.11,

~ 1 + Klyl.

Similarly,

II eillsin81IA(T) ~ 12~ I:" eillSln6 d() 1+ KII iy eillSln8 cos () II
L

2(T)

~l+Klyl.

LEMMA 3.13. Suppose g E A(T) and A is an integer; let gl(()) = geM).
Then II gl IIA(T) = II g IIA(T) .
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II gl II = II L bneiAn811 = L I bn I
neZ nez

= Ilgll·

since >.n E Z for each n

THEOREM 3.14. Suppose f = L:", anein8 E A(T) and f> °and H(j) =

- L Ian I log Ian I < 00. Let B be the closed subalgebra of A(T) generated
byf Let {/-'n};' be an infinite sequence ofdistinct positive numbers, and suppose
L (1/ /-'n) = 00. Then {f""};' is complete in B.

Proof Suppose logf(8) = g(8) = L:", bnein8; then g E A(T). Suppose
4> is a continuous linear functional on A(T) for which <4>,/""> = 0,
n = 1,2,3,.... We must show that <4>,fi> = 0, j = 1,2, 3,.... Define
F(z) = <4>, e,g>. Then F(z) is an entire function of exponential type with
zeros at {/-'n};' on the positive real axis. We have for real y

I F(iy) F( -iy) I ~ II 4> 11 2 11 eillg IIII r illg II.

Thus

Cn = 2Rebnl
dn = 2Imbn

for n?o 1.

= II fI eillO"cos n8 fI eilld"sin n811
1 1

'"
~ n{II eillO" COS n8 II II eilld"sinn811}

1

'"= n{II eillo"COS81111 eilld"Sin811}
1

by Lemma 3.13

Thus

'"
~ n [1 + K I y II Cn 1][1 + K 1y II dn Il by Lemma 3.12

1

'"
~ n [1 + 2K I y I 1bn 1]2.

1
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Therefore

foo ~ log 1 F(iy) F(-iy)1 dy
I y

~ foo ~ log III ep 112 fI (1 + 2Ky I bn 1]41 dy
I y I I \

= foo 2 log II ep II d + foo ~ 41og[1 + 2K I bn Iy] d
Y2 Y L y2 Y

I I I

= 2 log II ep II fXl ~ dy + 4 f foo log[l + 2~ 1bn I y] dy.
I Y I I Y

Now

f
oo 1

21og[1 + K 1 bn Iy] dy
I Y

[ 1] 1
00 foo 1 K I b.. 1= log[l + K Ibn 1 y] - Y I + I Y1 + K I bn I y dy

foo 1 K I bn I
= log[l + K I bn I] + - 1 + K I b I dy.

I Y n Y
Consider the second term:

171

f R 1 K I bn I d
I Y1 + K I bn Iy Y

=fR[Klbn l _ K2 1bn l
2 ]d

I Y 1 + K I bn Iy Y

_ K2 I b
n

12 l+RKb" 1
- K I bn I log R - K I b I i - dw

n I+Kb" W

= K I bn I{log R - log(1 + RK I bn Il + log[l + K I bn J)}

= K I b 11 R[l + K I bn I] K I b 11 1 + K 1bn I as R -+ 00.
n og 1 + RK I bn I -+ n og K Ibn I

Thus, putting things together:

00 00 1
L f 2 1og[1 + K I bn I y] dy
I I Y

00 l 1+ KI bn II= t llog[l + K I bn I] + K I bn I log K I b
n

I
00 00 00

~ L K I bn I + L K I bn Ilog[l + K 1bn I] - L K I bn I log (K 1bn I)
I I I

ex:> 00 00 00

~ KL 1bn 1+ L K 2 1bn 12 - Klog KL I bn 1- KL I bn I log I bn I
I I I 1

~ [K - K log K] II g II + K 2
11 g 11 2 + KH(g).
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Now we know that g = 10gfE A(T) (because f> 0 and hence log z is
analytic on the range off). Thus II g II < 00. Also, H(g) < 00 by Theorem 3.7.
Therefore we have

f"' ~log I F(iy)F(-iy)1 dy < 00.
1 Y

Therefore, Theorem 3.10 applies and so F(z) - O. In particular,
F(j) = <ep,fi) = 0 for every positive integer j.
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